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A Hierarchy of Storage and Memory
Increasing storage demands—IDC 163 Zetabytes of data created by 2025 (16 ZB in 2016)

- New sources for unstructured data from media and entertainment, IoT, medicine, geo-science and big data
- Growth in local storage, storage at the edge (or the fog) and storage in large data centers (the cloud)
- There is a need for fast memory and storage to support processing and accessing this data and cheap storage to keep it for the long term
The growth and processing of data will lead to the use of many types of digital storage:

- **SSDs** will dominate for high performance storage
- **HDDs** will be high capacity and used for colder storage
- Magnetic tape will be used by some organizations for the lowest cost (currently <1 cent/GB)
Our storage pie just got upset

Contract pricing trends, USD

January 2015  May 2016  May 2017

NAND May 2016 ~$2.30

Reality

Trend = $1

NAND128 Gb TLC
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Looking at NAND from the long run
THE EB SHIPPED CAGR IS SLOWING, BUT STEADY GROWTH¹

**Petabytes Shipped**

- **NAND Shipment**
- **NAND Sales**

<table>
<thead>
<tr>
<th>Year</th>
<th>NAND Shipment</th>
<th>NAND Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>2005</td>
<td>200</td>
<td>20</td>
</tr>
<tr>
<td>2006</td>
<td>400</td>
<td>40</td>
</tr>
<tr>
<td>2007</td>
<td>800</td>
<td>80</td>
</tr>
<tr>
<td>2008</td>
<td>1600</td>
<td>160</td>
</tr>
<tr>
<td>2009</td>
<td>3200</td>
<td>320</td>
</tr>
<tr>
<td>2010</td>
<td>6400</td>
<td>640</td>
</tr>
<tr>
<td>2011</td>
<td>12,800</td>
<td>1280</td>
</tr>
<tr>
<td>2012</td>
<td>25,600</td>
<td>2560</td>
</tr>
<tr>
<td>2013</td>
<td>51,200</td>
<td>5120</td>
</tr>
<tr>
<td>2014</td>
<td>102,400</td>
<td>10,240</td>
</tr>
<tr>
<td>2015</td>
<td>204,800</td>
<td>20,480</td>
</tr>
<tr>
<td>2016</td>
<td>409,600</td>
<td>40,960</td>
</tr>
<tr>
<td>2017</td>
<td>819,200</td>
<td>81,920</td>
</tr>
</tbody>
</table>

Industry Revenue $B

- 2004: $10
- 2005: $20
- 2006: $40
- 2007: $80
- 2008: $160
- 2009: $320
- 2010: $640
- 2011: $1280
- 2012: $2560
- 2013: $5120
- 2014: $10,240
- 2015: $20,480
- 2016: $40,960
- 2017: $81,920
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Non-Volatile Memory Trends
The move to Non-Volatile Storage

- NVMe PCIe-based storage interfaces avoid much of the overhead of hard disk drives—designed for fast solid state storage
- 2D to 3D manufacturing transition is underway with 3D yields improving and achieving cost parity with 2D by 2018
- 3D flash fab investments are over $10 B US per plant—many being build—now at 96 layers
- Shortage of flash memory throughout 2017 and into 2018 is due to yield issues with the 3D flash transition
3D Flash

- Shipments up to 64 layer—common by end of year
- Announcements up to 96 layers—1 Tb per die
- Technology projections of hundreds of layers
- Announced quad-level cells for higher density
1U Form Factor NVMe SSDs

- **an ssd revolution “ruler” form factor**

- **Peta Byte System with 2U Height**
  - 1.15PB in 2U Height

- **Performance Scalability**
  - (4K) Random Read
  - NGSFF SSD PM983 16TB
  - 10MIOPS
  - 20MIOPS
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The world's smallest SSD
60GB~480GB

PCle BGA SSD

Bandwidth by Interface

<table>
<thead>
<tr>
<th>Interface</th>
<th>Bandwidth (MB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCle 3.0x2</td>
<td>1000</td>
</tr>
<tr>
<td>UFS 2.0x2</td>
<td>800</td>
</tr>
<tr>
<td>SATA 3.0</td>
<td>400</td>
</tr>
<tr>
<td>eMMC 5.1</td>
<td>100</td>
</tr>
</tbody>
</table>
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Samsung’s 128 TB SSD

- Samsung’s latest V-NAND chip is a 1Tb V-NAND chip, available next year.
- This will enable 2TB of memory in a single V-NAND package by stacking 16 1Tb dies.
- Using 32-die stack of 1 Tb QLC NAND the company was showing a 2.5” form factor 128 TB SSD.
Samsung introduced a Key Value SSD. KVS is a way to organize data in storage for more rapid access that is commonly used in object storage systems.

Samsung’s Key Value assigns a ‘key’ or specific location to each “value,” or piece of object data – regardless of its size, enabling direct addressing of a data location.

Samsung’s Key Value technology enables SSDs to scale-up (vertically) and scale-out (horizontally) in performance and capacity.

When data is read or written, a Key Value SSD can reduce redundant steps, which leads to faster data inputs and outputs, as well as increasing TCO and significantly extending the life of an SSD.
More Generations of V-NAND

- Samsung was presented their V-NAND roadmap showing--at least 5 more generations of V-NAND beyond their announced 5th generation.
- These higher capacity products will leverage three technological developments.
- These include continued vertical stacks (more 3D layers), lateral shrink (smaller features) and cell over peripheral (building the cell layers over the supporting CMOS logic.)
Insistence on Data Persistence
Bringing Memory & Storage Closer to Compute

Cost

Latency
Nanoseconds
Microseconds
Milliseconds

Be Revolutionary.
Be SOLID.
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Mellanox announced their BlueField SoC for accelerating NVMe over Fabrics (200 Gb/s of throughput and more than 10 million IOPS in a single SoC device).

A French company, Kalray said that it has released a high-performance NVMe-oF target controller for enabling NVMe-based (JBOF) array boxes.
MRAM and PRAM

- **MRAM**
  - Everspin shipped over 70 M MRAM Chips. Company has partnership with Global Foundries, who is building 300 mm wafers and targeting embedded memory applications.
  - Samsung—plans to ship STT MRAM product samples by 2018.
  - Seagate was showing an Everspin MRAM boot SSD at the 2017 FMS

- **PRAM**
  - Intel says their Optane NVMe products will ship this year.
  - Micron planning to introduce DIMM-based 3D XPoint product
Memory-centric Computing

For many emerging challenges, memory capacity, memory access latency and memory bandwidth are more constrained than compute resources.

- **Memory Disaggregation**
  Remove memory from behind the processor.

- **Memory Pooling & Sharing**
  Enable efficient use of memory. Address new class of problems with large memory footprint.

- **Heterogeneous Compute**
  Enable multi-vendor heterogeneous compute (e.g. ML accelerators).

![Diagram showing CPU-centric and Data-centric architecture for 2018 and 2020](image)
Conclusions

- More data means faster data processing and greater demand for fast memory
- There will be many types of storage technology used for several more years
- NVMe and NVMe-oF allow building storage devices and network storage without restrictions from HDD interfaces
- 2017 FMS brought many interesting products to market
- The groundwork is being laid for memory centric computing
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